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ABSTRACT

We perform numerical simulations of a disc-planet systeingusarious grid-based and
smoothed particle hydrodynamics (SPH) codes. The testauaréor a simple setup where
Jupiter and Neptune mass planets on a circular orbit opep angaprotoplanetary disc dur-
ing a few hundred orbital periods. We compare the surfacsityerontours, potential vorticity
and smoothed radial profiles at several times. The disc nmakgravitational torque time evo-
lution are analyzed with high temporal resolution. Therevsrall consistency between the
codes. The density profiles agree within about 5% for thertareimulations while the SPH
results predict the correct shape of the gap although hageréssolution in the low density
regions and weaker planetary wakes. The disc masses aflerrBilal periods agree within
10%. The spread is larger in the tidal torques acting on thegilwhich agree within a factor
2 at the end of the simulation. In the Neptune case the digpersthe torques is greater than
for Jupiter, possibly owing to the contribution from the eompletely cleared region close to
the planet.
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Key words: Physical data and processes: accretion, accretion disgdredynamics. Solar
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1 INTRODUCTION which can be avoided, due to the central part that gas platfein

Hydrodynamics is a difficult subject, which has caused manopp CcOSMOS.

lems for many distinguished physicists. However, it is nobgic

* Email: miguel@astro.su.se The basic equations of hydrodynamics are the Navier-Stokes
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equations, and have been known for almost two centuries:

ap B
ov 1
E—k(vﬂ)v = —EDp—D¢+D~T 2

wherep is the densityy the velocity of the fluid,p the pressure,

@ the gravitational potential anfl is the full viscous stress tensor
(see e.g._Mihalas and Weibel Mihalas 1984). The first equate
scribes the conservation of mass and the second, consenti
momentum. An equation of state closes the system of eqation
and additional terms may be added as required. Despitecir
paratively simple form, the Navier-Stokes equations haewvqu
remarkably stubborn to mathematical analysis.

The problem lies in the - Ov terms (the so-called ‘advection’
terms). These arise because the equations describe a fluidgno
past a fixed point in space (the Eulerian point of view). The ad
vection terms make the equations non-linear (since thegféee-
tively proportional to/2), rendering many mathematical techniques
useless. Indeed, no one has yet proven that solutions toathieN
Stokes equations are unique. This is in sharp contrast tg nther
important equations in physics. For example, the Poissaatam
is linear, and has unique solutions. This opens up many agiou
obtaining solutions — the Method of Images being a well known
example. As a result of this non-linearity, theoreticalestigation
of fluids has to be restricted to highly idealised flows.

To make progress then, we are forced to turn to computers.

Numerical algorithms for solving complex equations haverbe
studied for centuries, and computers are ideal for impleimgn
these. Unfortunately, computers are tricky beasts, witlalaithof
doing precisely what you told them to, just when you least ex-
pected it. The ‘obvious’ way of computing a numerical sauti
may well be unstable (this is particularly true of the Nas§&tokes
equations), and an implementation of a stable method maly wel
contain bugs. Floating point numbers have finite accurawyyar-
ious subtleties arise when codes approach this limit. [tiquaar,
arithmetic ceases to be distributive and tests for equeése to

be reliable. Different architectures, operating systents@mpil-

ers all add to the mix. For this reason, work performed on com-
puters is better described as a ‘numerical experimenteratian a
‘simulation.’

Fortunately, there is no need to be overly pessimistic about
the situation. For example, although the minutiae of fl@apoint
numbers and the vagaries of different compilers can be keub
some, these should not give problems in the majority of cdses
less agreement to the last bit is required, there should b&gio
nificant difference in results obtained with different dtebtures
and compilers. Instead, it suffices to focus on differenate/ben
algorithms for solving the Navier-Stokes equations. Ofrseyall
hydrodynamics codes are carefully tested against simplelgms
(such as shock-tubes). It is on more complex problems tiffatrdi
ences and difficulties can be exposed.

Within the context of the EU-RTN “The Origin of Planetary
Systems,” we have conducted a comparison of hydrodynamics
codes, which we present in this paper. The problem we selects
that of a planet in a fixed circular orbit in a circumstellasdiThis
has the virtue of simplicity, while still retaining sufficiecomplex-
ity to allow us to see meaningful differences between théwuar
algorithms. We ran the test problem on 17 independent codes.

1 http:/iwww.usm.uni-muenchen.de/Planets/

A comparison of several numerical methods on the problem
of a planet embedded in a disc was performed_hy Bryden et al.
(1999) using SPH, van Leer and Godunov methods with difteren
equations of state. In particular, they studied the acamainto the
planet after it had cleared a gap. Other examples of congreris
different fields to verify algorithms and implementationgfished
during the last few years include the Santa Barbara clustgeqt
(Erenk et all 1999), the non-LTE radiative transfer codegarison
(van Zadelhoff et all._2002), the Rayleigh-Taylor instabilstudy
by the Alpha-Group collaboration_(Dimonte el Al. 2004) ahd t
comparison of models of photoionization regions (Péaniign al.
2001).

The aim of this project is to test the reliability of present n
merical computations of disc-planet interaction with artitative
comparison and generate a benchmark for future simulations
Sectio®, we briefly describe the interaction between agpland
a protoplanetary disc and outline the motivation for thiglgt The
initial setup and boundary conditions of the problem aredieed
in SectiorB. In Sectiofl 4, the numerical methods used indhe ¢
parison are described. The results are shown in Sedtion Slisve
cuss the results in Sectibh 6, and in Apperdix A we summatrize o
experience with this project that could be useful for futtmenpar-
isons.

2 DISC-PLANET INTERACTION

Over 160 extrasolar planetary systems have been discovered
by radial velocity measurements during the last years (e.g.
Mayor and Queloz _1995; Marcy and Butler 1996). Giant planets
have been found in very close orbits around the central sithr w
orbital periods of a few days and almost circular orbits, soe
called “Hot Jupiters”. Planets orbiting at larger distanf®m the
star show a broad eccentricity distribution reaching rdyigh= 0.9

(for recent reviews of the properties of the observed systsee
Marcy et al.| 2003|_2005). The origin of the differences witle t
planets in the solar system is not well understood, althaagious
explanations have been proposed. The standard modelsregpla
ant planet formation either through planetesimal accutimrdol-
lowed by rapid gas accretion onto the planet core (Pollack et
1996) or gravitational instabilities in the disc (see £.0s%1998,
2001). In both cases the planets are likely to have formeargét
distances from the central star than observed.

Orbital migration due to gravitational interaction betweke
planet and the gaseous disc is a possible mechanism to bring
planets to a close orbit. The tidal interaction between agila
and a gaseous disc was studied before the discovery of extras
lar planetary systems hy Goldreich and Tremaline (1979 /158D
Lin and Papaloizoul (1979, 1986a,b). In the linear approtiona
the planet excites waves at the Lindblad resonances thatsidep
angular momentum in the disc. The flux of angular momentum has
different signs in the inner and outer discs causing thetarhii-
gration of the planet.

Ward [1997) proposed that two different types of planetary
drift exist. Type | migration occurs when the planet massmslé
and migrates relative to the disc with a rate proportiondtistsnass
and the surface density of the disc. This migration is quit &nd
the orbital decay timescale of the order oPM@ars is comparable
to the formation timescale of a giant planet by planetesical-
mulation. In type Il migration the planet is massive enougbpen
a gap in the disc. The planet is then locked to the viscousuevol
tion of the disc and its migration rate will be determined heg t



strength of the viscosity. The estimated timescale for typagra-
tion is one or two orders of magnitude larger than the type-l mi
gration timescale for the same planetary mass. Type || riarés
believed to be responsible for the presence of planets etatinital
distancesl(Trilling et al. 2002; Udry etlal. 2003). Numekisianu-
lations of planet migration in a viscous disc (see ke.q. Ne&tal.
2000;.D’Angelo et all 2003) confirm the inward migration oéth
planet on the viscous time-scale predicted by linear thémrigoth
accreting and non-accreting planets.

A comparative study of disc-planet interaction3

orbit at approximately semi-major axas= 1 ignoring the effect of
the gravitational torques on the planet. The position ofplamet
in the cell with respect to the cell's corner is given in Talile
The computations were performed in the radial donj@ie, 2.53]
to study the influence of the planet in a sufficiently largetian
of the disc. In the cylindrical grid codes, the number of £éf
the radial and azimuthal directions wemex n, = (128 384) with
uniform spacing in both dimensions. Therefore, the celsiad
the planet position were approximately square. Severtd vesre

The nonlinear interaction between disc and planet cannot be done with different schemes at resolutignx n, = (256,768) and

fully described analytically or reproduced in laboratomperi-
ments. Therefore, multidimensional hydrodynamical satiahs
of protoplanetary discs with embedded planets during many o
bital periods are necessary to understand the formatioreaod
lution of extrasolar planetary systems. However, somedifices
are found in the simulations depending on the numerical-algo
rithm employed. The spiral waves generated around the fhaayg

be stationary in the co-rotating frame (e.g. ZEUS-basedltses
of lLubow et al.l 1999). Other higher-order hydrodynamicaleo
show time variability of the flow in the spiral arms propaggti
along the shock. The quasi-periodic disturbances in theksHave
important implications for the formation and evolution afrtices

along the edges of the gap opened by the planet. In some simula

tions wavy structures and vortices are observed at the efdidpe o
gap opened by the planet which interact with the shocks (gee e
Nelson and Benz 2003). In this paper, we have used diffefgot a
rithms presently in use in the astrophysical community tidgthe
planet-disc system in a simple but meaningful case.

3 SETUPDESCRIPTION

We examined the gap opening by a giant planet in an infinitam
thin disk with a constant surface density. The numericalsetas
defined in the webwhere interested modelers were invited to par-
ticipate in the comparison.

The planet’s gravitational potential was given by the folamu

Q= _TH
N
wherer is the distance from the planet aads the gravity soften-

ing. The simulations were run with two different softeniragfi-
cients:

®)

& =0.2r_

4)

wherer_ = (1/3)%/3 is the size of the Roche Lobe of the planet,
and the larger value

52 - 0 GHp7 (5)

with Hp the disc scale height at the planet location. The second

softening was mainly introduced to mimic the torque cutehie

to the effect of the disc vertical distribution. The resultscussed
in this paper concern mostly the calculations that use thgeta
softening. In our simulations, the self-gravity, energgnsfer and
magnetic fields in the gaseous disc were not considered.

The mass relation between the planet and the star was chosen

so that the reduced mass has the vajuesM,/ (M« +Mp) = 1073

N x Ny = (512 1536) to check the convergence of the results. The
polar coordinates schemes used a corotating reference frEne
centre of the frame was not specified in the problem desoripti
and codes with frames centred in the centre of mass (CM) amd ce
tral star were used. The star position was fixed @t= (0,0) and
the planet at, @ = (1,0) in co-rotating coordinates, where the az-
imuthal range was—r, 7). The Cartesian schemes FLASH-AP
and RENCIL were run on a uniform non-rotating grid at resolution
nx x ny = (320,320), andny x ny = (640,640). The computational
domain wag—2.6a,2.6a] x [—2.6a,2.6a]. The unit of time used in
the simulations was the orbital periodaat 1 which is defined as

3 1/2
: J =ar

szz"{m

(6)

whereG = 1 andMx +M, = 1. The angular frequency of the planet
wasQp = 1in our units.

3.1 Initial conditions

The modelled disc was 2-dimensional so that the verticallg-i
grated quantities were solved. The initial surface denség con-
stant and given by the expression

M.
naz

3o =0.002 @
wherea is the semi-major axis of the planet. We assume that the
heat generated by viscous dissipation and tidal forcesainligc is
radiated away, so the disc remains geometrically thin. Tiiteli
angular velocity was fixed to the local Keplerian frequentyha
given radial position and the radial velocity was zero aiiyi.

We used the standard sound speed profile of a slightly flaring
solar nebuldd /R = cs/vk = 0.05, whereH is the disc scale height,
R the distance from the centre of the stag, the local Keplerian
velocity, andcs the isothermal sound speed defined as

2 9p
S 0%’
which has a dependence on radis’ r—/2. This corresponds
to a locally isothermal equation of state with a profilg’) O r—1
maintained through the simulation. The disc height at ttangt
location remains constant during the opening of the gap.

The planet mass was gradually increased during the first 5 or-
bital periods using the expression

®)

)

and 104, corresponding to roughly Jupiter and Neptune masses {0 avoid the the appearance of strong shocks seen when it pla

when the star masl- = M. The planet was kept in a circular

2 http://www.astro.su.se/groups/planets/comparison/

is introduced instantaneously. The gas accretion from ieahto
the planet was ignored. This situation can be realistic éendhse
when the planet’s atmosphere fills the Roche lobe and noefurth
accretion is allowed.
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The problem was originally proposed to be run with no artifi-
cial viscosity or as low as possible as allowed by the codmesaf
the used codes include artificial viscosity to smooth outstiack
fronts and prevent unphysical results as described in @ddtiwe
performed simulations for each planet mass including aipalys
viscosity that generates a stress tensor with a turbulsobsity co-
efficientv (see e.d. Landau and Lifshitz 1959; Kley 1999). The val-
ues of the kinematic viscosity used in our simulations were 0
and 10°° in units wherea = 1 andG(M- + Mp) = 1. The simula-
tions were run typically during several hundred orbitalipes for
each of the planet masses and viscosity coefficients.

3.2 Boundary conditions

To completely define the problem, we describe the implenaente
boundary conditions. The disc was considered as an isagittem
with no mass inflow. We used solid boundary conditions withreva
killing zones next to the boundaries to reduce wave refladtiche
cylindrical coordinates codes. In the polar coordinatéestes, the
damping regions were implemented in the radial rari@€s, 0.5a]
and [2.1a,2.5a], where the following equation was solved after
each timestep:

dx

dt T
wherex represents the surface density and velocity components,
is the orbital period at the corresponding boundary R is a
parabolic function which is one at the domain boundary amd ae
the interior boundary of the wave killing zones. This waveging
condition does not conserve mass, but the mass loss is vetty sm
as shown below.

R(r) (10)

The grid-based codes in Cartesian coordinates implemented
the same wave killing condition as the polar codes in the ring

[2.1a,2.5a). Tests were done including the damping condition in
the region[0.4a,0.5a] although this is not necessary since there

is no inner solid boundary. There was free outflow in the x and y

boundaries in the Cartesian implementations.

Note that the SPH codes implement different boundary condi-

tions using rings of virtual particles as described in sa.

3.3 Output data

2-D snapshots of the density and velocity components wepaibu
at 2, 5, 10, 20, 50, 100 and 200 orbital periods for grid codes,

and|r; —r;| is the distance from the cell centre to the given parti-
cle. The smoothing lengthy has different values for each particle.
In a similar manner, the velocity components were interigoldo
the grid with the kernel function and normalized with regpec
the integrated kernel. The resolution element of the SPHetsod
is given by the smoothing length of the particles. For the peim
of particles used in the SPH calculations, the effectiveltg®n
is similar to the number of cells in the hydro models at theefo
mentioned resolution, were the particles distributed irequiva-
lent spatial domain. SPHTREE uses a smaller smoothingHengt
than PARASPH and therefore should have a slightly betterapa
resolution in our calculations.
The azimuthally averaged density was obtained as
1

5=

2nd
27Toz<0

12)
Slices of the surface density were taken at the planet posiind
Lagrangian points in the radial and azimuthal directions.

We calculated the vortensity or potential vorticity, defirees
the ratio of vorticity and surface density

(Oxv)z
(=~

In the frame rotating with the planet, the vortensity is gilsy the
expression(d x v+ 2Qp)/Z, whereQy, is the orbital frequency of
the planet.

The gaseous disc interacts gravitationally with the planet
by means of the torques generated by the spiral arms (see e.g.
Goldreich and Tremaihe_1979; Papaloizou and lLin_11984). ¥Ever
few timesteps the contributions from the inner disc exaigdihe
Hill sphere, outer disc excluding the Hill sphere and thejter
from the material between 0.5 and 1 Hill radius to the torgue a
recorded. The disc mass interior and exterior to the plargt o
was also obtained with the same output frequency.

The torques were calculated in units whare 1, P = 2rand
M+ = 1— u integrating over the corresponding region. In the case
of a 2-dimensional disc the torque has only a vertical corapbn
which is given by

(13)

. fo
T, =GM /Zr X ————
‘ P P7(r2+e2)32
whereZ is the surface density,, is the planet position;e is the
distance between the planet and the fluid element.
We performed Fourier analysis of the torque data to under-
stand the cause of the observed variability. We used a Weich w

rdrde (14)

though in some cases the simulations were run up to 500 geriod dowing function i(Press etial. 1992) to smooth the deviatien b

All the physical quantities were given at the cell centres.

In the case of SPH codes the output quantities at the previ-

ous times were particle positions, velocity componentgathing
length and mass. The particles were projected to a 2-dimealsi
cylindrical grid with the resolutiom; x ny, = (128 384) to com-
pare directly with the lower resolution results from the &idn
grid codes. The associated kernel for each particle usechimty
by our codes was the third order spline function introducgd b
Monaghan and Lattanzio_(1985) with a multiplicative codédfint
corresponding to a 2-dimensional simulation. The densigygiven
point was calculated by interpolation with the spline kéungng
the expression

N
{p(ri)) = ‘zlrf]W(lri —ril;hy) (11)
]:

wherem, is the mass of the particlgy(r,hy) is the spline kernel

tween the initial and final amplitudes in the time series.

4 DESCRIPTION OF THE CODES

We will now discuss the codes used in the comparison. Evemrwit
the restricted field of astrophysical fluids, there are maffgrént
algorithms for computing flows. There are then different leap
mentations of the same algorithm. We will therefore stathva
discussion of the general principles of various types ofsagre-
sented in this paper, and then go on to detail particularsach e
code used. This is not meant to be a general review of all {hesty
of codes used to conduct numerical experiments in astroghys
For more detailed information, the reader should refer tp @i
the plethora of books on the subject (e.0. Laney 1998 To8919
LeVequs 2002).
The parameters of each code are given in Table 1, including



Table 1. Summary of the parameters used in all codes. Column 2: naithe afsers of the code; col. 3: reference to detailed codeigten; col. 4. numerical method (upwind, high-order
finite-difference, shock-capturing or SPH); col. 5: Codnammber used; col. 6: type of artificial viscosity used (noren Neumann-Richtmyer, tensor or scalar); col. 7: refeeename of
hydrodynamic codes (corotating or inertial); col. 8: certf reference frame (centre of mass of star-planet systgmiroary star); col. 9: position of the planet in the cell (tencorner,
arbitrary or coordinates with respect to the cell’s cormenrits of the radial and azimuthal stefisanddg); col. 10: processor; col. 11: approximate execution tim@single processor in

hours per 100 orbits.

Name Users References Method Courant  Art. visc. Frame  €entrPlanet Processor Tepuy (hr)
NIRVANA -GDA G. D’Angelo 1 Upwind 0.5 none corot. CM corner Power58lGHz 4
NIRVANA-GD G. Dirksen 1 Upwind 0.67 none corot. CM (arb.,0) P4 2.8 GHz 6
NIRVANA-PC P. Cresswell 1 Upwind 0.5 none corot. primary (0.29,0) 2R4GHz 11
RH2D W. Kley 2 Upwind 0.75 1.0 (bulk) corot. primary (arb.,0) P43 GHz 3.4
GLOBAL S. Fromang 3 Upwind 0.5 1.0 corot. primary  (arb.,0) ode8 GHz 16
FARGO F. Masset 4,5 Upwind 0.5 2.0 (WN-R) corot. primary {@Q®5) P42.8GHz 1.25
GENESIS A. Pierens 4,5 Upwind 0.5 1.0 (tensor)  corot. primarcentre P4 2.8 GHz 1
TRAMP-VANLEER H. Klahr & W. Kley 6 Upwind 0.4 1.1 (WN-R) corot. CM arb. Optar@ GHz 16
PENCIL W. Lyra 7 High-order fin.-diff. 0.4 1.0 (bulk) inertial CM arb P4 2.4 GHz 36
AMRA P. Ciecielag & T. Plewa 8 Shock-capturing 0.8 none corot primary  (0.57,0) Xeon 3 GHz 21
FLASH-AG A. Gawryszczak 9 Shock-capturing 0.8 none corot. rimpry  (0.57,0.5) Athlon 2 GHz 42
FLASH-AP A. Peplinski 9 Shock-capturing 0.7 none inertial MC arb. Athlon 1.8 GHz
TRAMP-PPM H. Klahr 10,11 Shock-capturing 0.8 none corot. imary arb. Opteron 2 GHz 28
RoDEO S-J. Paardekooper & G. Mellema 12 Shock-capturing 0.8 none orot.c primary arb. Athlon 1.7 GHz 25
JUPITER F. Masset 13 Shock-capturing 0.7 none corot. pyimaf0.57,0.5) P4 2.8 GHz 15.3
SPHTREE K. Rice 14 SPH none bulk + shear - CM arb. Opteron 1.8 GHLO
PARASPH C. Schafer & R. Speith 15 SPH none bulk - CM arb. Qpt& Ghz 250

References: 1. IZiegler and Yorkel(1997)2: Kley (1989); 3: Hawley and Stome (1995)%: IMasset [(2000a)5: IMasset [((2000b)6: IKlahr et al. (1999):7: Brandenburg and Dobler (2002);
8: IPlewa and Miiller[(2001)9: |[Eryxell et al. (2000);10: Blondin and L ufkin (1993)11: |Colella and Woodwalro (1984)2: |IPaardekooper and Mellema_(2D0&3: [Pember et al. (1995);

14: Benr [1990)15: ISchafer et al1(2004).
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Table 2. Codes that were run for the lower resolution runs of the setup
defined in Sectiofil]3. The grid size for the Eulerian codes myasn, =
(128,384) for the cylindrical grid codes andy x ny = (320,320) for
FLASH-AP and ENcIL. The number of particles was 250000 in SPH-
TREE and 300 000 in PARASPH.

Jupiter
inviscid

Jupiter
viscous

Neptune
inviscid

Neptune

Codes viscous

NIRVANA -GDA
NIRVANA-GD
NIRVANA-PC
RH2D
GLOBAL
FARGO
GENESIS
TRAMP-VANLEER
PENCIL
AMRA
FLASH-AG
FLASH-AP
TRAMP-PPM
RODEO
JUPITER
SPHTREE
PARASPH

X X X X X X X X
X X X X X X X
X X X X X X X X
X X X X X X X

X X X X X X
X X X X

X X X X X X
X X X X

X X X X
X X X X

Table 3. Codes that were run at resolutiopx ny, = (256,768) and equiv-
alent resolutions for the Cartesian grid and SPH schemes.

Jupiter Jupiter  Neptune  Neptune
Codes inviscid  viscous inviscid viscous
NIRVANA -GD X
NIRVANA -PC X X X
AMRA X X
FLASH-AP X X X X
PARASPH X

references in which the algorithms are described in défable[2
shows which codes were run for the low resolution definedstest
In TablesIB andl4 we show the schemes that were run at higher
resolution.

4.1 Grid Based Codes

As the name implies, grid based codes cover the computatioha
ume with a set of grid points at which the various flow variable
(velocity, density etc.) are computed. The mesh geometmven-
tionally orthogonal, although this is not absolutely reqd) can be
chosen to reflect the underlying symmetry of the problems Bifi
ten leads to a reduction in the number of grid cells requicd f
a particular problem, and a corresponding cut in computatio

time. The codes used in our problem use a reference frame cen-

Table 4. Codes that were run at resolutiopx ny = (512 1536).

Jupiter
inviscid

Jupiter
viscous

Neptune
inviscid

Neptune

Codes viscous

NIRVANA -GD
RH2D
FARGO

X
X
X

tred in the centre of mass or primary as indicated in columi 8 o
Table 1. All the simulations centred on the primary incluakeindi-
rect terms in the potential. For astrophysical (comprésgibw at
high Reynolds number) flows, two different approaches twisgl
the fluid equations are generally used. However, before werite
these, some general points should be noted.

The most important of these is the Courant-Friedrichs-Lewy
(CFL) condition. Simply stated, information must not trerere
than one grid cell per timestep (see, &.0. Press et al. |(1fa®2)
a mathematical derivation). In a hydrodynamics code, tlains:
lates into a restriction on the timestep, based on velocitysound
speed (some authors, €.9. Edgar and Qlarke (2004), havadzled
an acceleration condition when appropriate). Violationhaf CFL
condition leads to unphysical effects, as causality isatexd. When
we refer to the “Courant number” in the descriptions below,are
describing an extra safety factor, beyond the formal CFLd&@mnm
itself. Note, however, that the CFL condition only appliegime-
explicitcodes. Implicit solvers are not restricted by it, but no Hssu
based on such a code were submitted to us.

Next is the extension to multi-dimensions. Most algorithms
for solving the equations of hydrodynamics have been dpeelo
for one dimensional flow. The conventional method for usingea
dimensional algorithm in multiple dimensions is Strangtspb
(Straniy 19€8): solve the 1D equations along each row of (tbks
x1 direction), then solve along each column (#aalirection), using
the updated values from thxg¢ sweep. Formally, thg; step should
be split in two as}x; — X, — 3x1, but most codes do a full step in
each direction and alternate which is done first (this is $ones
called “Godunov splitting”). The Strang approach makebagb-
nal co-ordinates highly desirable. To minimise the truicceérrors
this approach produces, the grid cells must be kept locgliare.

Most codes presented here use a rotating polar grid. Fag,thes
there is an extra subtlety: the treatment of the CoriolisdoAs is
conventional in fluid dynamics, the simple and obvious wainio
clude this (as an extra force) leads to incorrect angular embum
transport. Instead, the angular momentum approach of {I89R)
must be used. On reflection, this is unsurprising: the Cisrfolce
simply enforces the conservation of angular momentum irtat-+o
ing frame.

Although not relevant to the comparison problem itself, ynan
of the codes here can make use of refined meshes. High resoluti
is always desirable, but computationally expensive. Taeatrate
grid cells where they are needed, patches of the grid may lbe ca
culated at higher resolution, and the results communidaae# to
the coarser parent grid. Patches can themselves be pativied,
the potential for extremely high resolution. If the patclaes de-
termined at the start of a calculation, such a code is saic tofb
the ‘nested grid’ type. However, some codes can dynamicalty
and remove patches. This is known as adaptive mesh refinement
(AMR). For this comparison, we have chosen not to use refined
meshes. This is in the interests of simplicity, since theeesavari-
ety of algorithms for performing the refinement, and we areaaly
comparing a large number of codes. However, we would engeura
other workers in the field to compare refinement methods.

4.1.1 Upwind Methods

The upwind codes used in this comparison work by discregisin
the appropriate version of the Navier-Stokes equatioréssatving
that. These codes use the technique of operator splittimthseme
operators are discretised in a finite difference mannedevdthers
are solved with a finite volume method. For this reason, ceites
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lar to those we shall now discuss are sometimes refered fmas *
difference/volume’ schemes, or even just ‘finite differentVe es-
chew this epithet, since almost any grid code could be destias
finite difference’ at some level.

In a typical operator split scheme, each timestep is split in
two phases. During thsourcestep, the velocity is updated using
the source terms in the Navier-Stokes equations (pressaté-g
ents, gravity etc.). In théransport step, these velocities are then
used to advect (the- (v terms) the other quantities. This is usu-
ally done conservatively using the integral form of the eiunes
(integrated over a volume - hence the name). During the didvec
step, second order ‘upwinding’ is used (interpolation Hase ve-
locities), to ensure that shocks remain sharp. Some sortifitial
viscosity is generally required to stop post-shock osiilies mak-
ing the code unstable.

These codes usually use a staggered mesh, to improve the

order of their differencing. Scalar variables (such as ignare
stored at zone centres, while vector quantities are staibe faces
(e.g.v1 is stored at the centre of thxg face).

Codes like these are often described as being ‘ZEUS-like’ -
a reference to the ZEUS code lof Stone and Norman (1992). Al-
though that paper provides an excellent description of tethods
used, the epithet ‘ZEUS-like’ does not generally mean Sdsti
from ZEUS.” Rather, they are based on the same or similaralgo

4114 TheFARGOcode FARGO is a simple 2D polar mesh
code dedicated to disc planet interactfrisis based upon a stan-
dard, ZEUS-like hydrodynamic solver, but owes its hame ® th
FARGO algorithm upon which the azimuthal advection is based
(Masset_2000a,b). This algorithm avoids the restrictiveestep
typically imposed by the rapidly rotating inner regions loé tisc,

by permitting each annulus of cells to rotate at its local likep
rian velocity and stitching the results together again atehd of
the timestep. The use of theaRGO algorithm typically lifts the
timestep by an order of magnitude, and therefore speedseaup th
calculation accordingly. The mesh centre lies at the piynso in-
direct terms coming from the planets and the disk are include
the potential calculation. The Courant number was 0.5, aseca
ond order artificial viscosity of, = 2 (cf equations 33 and 34 of
Stone and Norman) was used.

The standard boundary conditions prescribed in the test pro
lem were used. In addition, the dependence of the resulth®n t
damping condition was tested using a slightly different rimary
were a transmitted wave boundary condition was used. Tleé pit
angle of the wake at the inner and outer boundary was valueted
ing the WKB approximation. The content of the border ring was
then copied into the ghost ring, properly azimuthally sdfby the
amount dictated by the pitch angle. This technique is veigieft

at removing any reflected wave and yields similar resultshio t

rithms, and ZEUS happens to be the best known implementation standard boundary condition defined in Secliah 3.2.

of these.

4111 The NIRVANA code In this comparison, three sets of
results were submitted which made use of th&MNA code of
Ziegler and Yorkel(1997). All of the following codes are bdsm
the original version of NRVANA, which was not publically re-

leased. Each of the codes was enhanced from the original code

base by different groups over a number of years. Hence tiarsa
between the NRVANA codes highlight how even the same basic
algorithm can vary. Different Courant humbers were alsause
NIRVANA -GD used 23, while NIRVANA -GDA and NRVANA -PC
used J2.

4112 The RH2D code The RH2D code is two-dimensional
mixed explicit/implicit 2nd order upwind algorithm on a gtgered
grid. The advection algorithm is based on the monotonicstran
port scheme by van Leer (1977). The RH2D code can treat radi-
ation transport in the flux-limited diffusion approximaticand in-
cludes the full tensor viscosity with dissipation. In ca@strto some
other codes the velocity variables that are evolved in RH2D a
radial v andangular velocity Q. Both radiation and viscosity can
be solved implicitly to avoid possible time-step limitaig We re-
fer the reader tb Kley (1989) for a full description of the eoéfor
the purpose of the present calculations the radiation neoghals
replaced by a locally isothermal equation of state. Theogiyg
was solved explicitly. The formulation of the equationspanrticu-
lar the treatment of the physical and artificial viscositytia stress
tensor components, has been described with respect to thedem
ded planet problem in detail by Klely (1999).

4113 The
(Hawley and Stone

GLOBAL code
1995) s

The GLOBAL
derived from

code
ZEUS

4115 The GENESIScode GENESIS is a 2D code which
solves the fluid equations using a upwind method with a time-
explicit, operator-splitting procedure. The®co algorithm (see
description above) is applied to avoid the timestep linotaat the
inner edge of the disc. Because of this, the code does nobaiée
radial and azimuthal integrations. Atrtificial viscosityhiandled by
using a bulk viscosity in the viscous stress tensor (Kley} 99

4116 The TRAMP-vaNLEERcode This is a 3D version of
RH2D (see above) with the same second order van-Leer scheme
(similar to that used inthe ZEUS andRVANA codes). Klahr et al.
(1999) provide a description. The fact that the code isnstdally

3D explains why it performs two times slower than the pupe/2r-
sion RH2D'. We use a moderate value of 1.1 for the von Neumann-
Richtmyer type viscosity. The implementation works in tbeatat-

ing frame where the centre of mass is the centre of the ccatelin
system. Hence no extra acceleration terms are necessary.

4.1.2 High-Order Finite-Difference Methods

4121 The PENcCIL code Pencil is a non-conservative finite-
difference code that uses sixth order centred spatialatérés and
a third order Runge-Kutta time-stepping scheme, being amilyn
designed to deal with compressible turbulent magnetoluyaram-
ical flows®. Being high-order, Pencil needs viscosity and diffusiv-
ity terms in order to stabilize the numerical scheme. Faritbason,
we could not perform inviscid runs.

The code is intrinsically 3D and Cartesian, structured in a
cache-efficient way. The domain is tiled in the y and z dimcfor
parallelization, with the original 3D quantities beingispito 1D

3 FARGO is available at http://www.maths.qmul.acukiasset/fargo/

(Stone and Norman_1992). The Courant number was 0.5, and4 The remaining factor of two comes from the roughly two timesaber

an artificial viscosity co-efficient of 1.0 was required talstise
wave propagation in the disc.

Courant number in TRAMBRANLEER
5 PencILis available at http://www.nordita.dk/software/penuiide/
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arrays pencils- in the x direction, hence the name of the code. The
equations are solved along these pencils in the x directibich
leads to the convenient side-effect that auxiliary andveelrivari-
ables use very little memory as they are only ever defined en on
pencil. By calculating an entire timestep in the x-direataong
the box, Pencil can achieve a speed-up-6D% on typical Linux
architectures.

gular momentum. The Courant number was 0.8 in the simulation
presented here.

Instead of running in polar co-ordinates, the FLASH-AP
version of the code used the original Cartesian formulatbn
FLASH. The grid cells were sized to give the same radial res-
olution, although since the grid went to= 0, the grid size had
to be larger than in the cylindrical schemes to achieve timeesa

This is the first time Pencil has been applied to the embedded resolution. The code was run at resolutionx ny = (320,320

planet problem.

4.1.3 Shock-Capturing Methods

The other scheme for grid-based astrophysical fluid flowm-c

andny x ny = (640,640). The boundaries were open and there was
free gas flow inside 0.4a. The damping condition describetkiy
tion[Z2 was applied on the outer boundary ring but not in timei
disc. The Cartesian grid was fixed in space, and the planestand
were free to move over it (integrated using a simple Rungtaku
method). A Courant number of 0.7 was used in the simulations.

mon use is that proposed by Godunby (1959). Such schemes make

use of the fact that there is an analytic solution to the 1Dckho
tube problem: the so-called Riemann problem. Godunovsirl
scheme treated each cell as piecewise-constant (i.eblesiauch
as density were assumed to be constant throughout thegteiilg
a sharp shock at each interface. Colella and Woodwiard |(1i&84)
proved Godunov's method by using parabolic interpolatgiving
the ‘piecewise parabolic method’ (PPM) which is the most eom
mon implementation in use today. Implementations of PPM can
be in Eulerian or Lagrangian form. For the purposes of therint
polation, all values are stored at the cell centres (cf thggered
grids mentioned above). Shock-capturing codes includetés-
sure gradient in the basic solver. Since solving the fullnfiian
problem is computationally expensive, many codes use arogpp
imate solver. Furthermore, to deal with strictly isothekrfi@wvs, a
special isothermal Riemann solver must be written, sineectin-
ventional one involvey — 1 denominators.

Shock-capturing schemes do not usually require any artifi-
cial viscosity to ensure stability (sometimes authors witllude
a small artificial viscosity to prevent post-shock oscitias, but
these oscillations do not usually threaten the stabilitthefcode).
Although this is welcome, it should be noted that most immam
tations contain other ‘artificial’ parts (such as slope tams used in
the interpolations), and any user of a code must bear theaaih

4131 The AMRA code AMRA is an AMR code developed
by IPlewa and Millleri (2001). For the disk-planet interattiwob-
lem we used the HBRAKLES solver which is an implementation of
the PPM algorithm. IHRAKLES was derived from ROMETHEUS
(Eryxell et al11989) and provides all the functionality tf prede-
cessor. The original Riemann solver for complex equatidssate
was replaced by a much simpler non-iterative (but still Exeer-
sion suited for isothermal flows (Balsara 1994). All probsewere
computed with Courant number of 0.8. The planet was placttkin
corner of a grid cell, to make the grid layout around it as syt
as possible.

4132 The FLASH code The FLASH code [(Eryxell et al.
2000) is an AMR code implementing the PPM algorithm in its
Direct Eulerian form® The Riemann solver was ported from the
AMRA code. Two sets of results used FLASH, and we shall refer
to these as FLASH-AG and FLASH-AP

The FLASH-AG code was based on release 2.3 of FLASH.
We patched the code to work as accurately as possible in polar
ordinates, particularly enforcing the conservative tpamsof an-

6 FLASH is available at http://www.flash.uchicago.edu/

4133 The RoDEO code This code uses the approximate
Riemann solver suggested hy Roe (1981), and extended by
Eulderink and Mellemie (1995) to general non-inertial, &linear
coordinate systems. The limiter function used is “sup€rbaed
unlike PPM-type approaches, limits the characteristidatdes,
rather than the primitive variables. The code uses an AMRm®eh
similar to MRAMESH (used in the FLASH code). The source
terms are handled through the so-called stationary eXxatipo
method I(Eulderink and Mellerria 1995), which ensures thasphy
ically stationary solutions remain stationary. The ecdquatof
state was strictly isothermal. A full description can berfdun
Paardekooper and Mellehia (2D06).

4134 The JUPITERcode The JUPITER code is a nested
grid Godunov code, that can be used in Cartesian, cylindoica
spherical geometry, either in 1D, 2D or 3D. The JUPITER code
uses a ‘two shock’ Riemann solver, which assumes that the two
waves leaving the interface are shockwaves_(Toro|1999)ctitie
can also use a ‘two rarefaction’ solver, or a full iterativeep The
rest of the Riemann solver (the sampling of the Riemann fae}
act. Assuming that the two waves are shockwaves is not sosiad a
might first appear. Firstly, some initial Riemann stalegjive rise

to two shockwaves. Secondly, the differences from the fidl-R
mann solution are relatively small, so long as the contrasiss
the interface is not extreme. In extra tests (not include@)h¢he
differences between a ‘two shock,’ ‘two rarefaction’ and Rie-
mann solver were found to be slight for our comparison proble
The predictor step (which provides the left and right statethe
Riemann problem at the zone interface) is a linear pieceulise-
acteristic method using the monotonized centred slopéditrand
which uses a slope splitting technigue_(Pemberlet al.|1908%9.
full viscous stress tensor is conservatively implementetié three
geometries. No artificial viscosity was required, and their@nt
number was 0.7.

4135 The TRAMP-PPM code TRAMP-PPM is a La-
grangian remap PPM [Woodward and Colella_1984) code. It is
based on the routines provided in the VH-1 package, modified f
accretion disk simulations_(Blondin and Lufkin 1993). Thedifi-
cations involve adding the conservation of angular monrardnd
equations to treat the evolution of internal energy. Henagst the
full Riemann problem is solved iteratively and we approxienhe

7 Cell boundaries are allowed to move during the advectiop, sted the
results are then interpolated back onto the fixed grid
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isothermal case witlr= 1+ 1019, In the current isothermal sim-
ulations the PPM code does not use any artificial viscositys T
implementation works in the corotating frame where theistétie
centre of the coordinate system, and hence explicitly paates
the extra acceleration terms due to the offset from the eewitr
mass.

4.2 Particle Based Codes

Rather than trying to solve the equations of hydrodynamies o
a grid, a second group of codes decompose a fluid into small
packets of mass (particles), and then follow their evotutithe
method in most common use today is that of Smoothed Particle
Hydrodynamics (SPH), developed independently_by I icy $}97

use the standard SPH viscosity (€.g. Monalihan|1992) anit0.1
andB = 0.2, but also can include the Balsara switch (Balsaral1995)
to reduce the shear component of the artificial viscositg @so
Lodato and Rid2 2004). A huge saving in computational tinodis
tained by using individual particle timesteps_(Bate €t 89%) with

the time-steps for each particle limited by the Courant @@

a force conditionl(Monaghiin 1992) and a Runge-Kutta integra
accuracy condition.

4.2.2 ThePARASPHcode

ParaSPH is a parallelized (using MPI) smooth particle hggho
namics code. It follows the approachlof Flebbe et al. (199dly-
ing the Navier-Stokes equation including the entire viscsuiess

and|Gingold and Monaghan_(1977). We shall describe the basic tensor. In contrast to the usual approach of an artificiaosity of

characteristics of SPH now. For a more detailed treatméet, t
reader should consult Benz (1990); Monaghan (1992) and-refe
ences therein and thereto.

Monaghan and Gingald (1983), we use an artificial bulk viggos
This allows for an accurate treatment of the physical shisaos-
ity and for easy comparison to the grid code results, sincena c

In SPH, each particle’s properties are spread (or smoothed) stant kinematic viscosity coefficient can be modeled. Addéilly

over a small volume of space contained within a smoothingtten
h. For example, smoothing out the particle’s mass gives it$rco
bution to the density at each point in space. The smoothingfifon
(or kernel) W(r, h), is not constant, but increases towards the parti-
cle’s position (assumed to loe= 0). In the limith — 0, W becomes

a o-function, and perfect fluid behaviour is obtained (with afi-i
nite number of particles). A Gaussian would be a possibléceho
for W, but compact kernels (wheW# = O for r greater than some
rmax) are preferred for computational simplicity. Particleghin
the range of the compact kernel are called the neighbourgnwh
appropriate to the problem, modern SPH codes will allow gach
ticle to have its own smoothing length, chosen to keep thetreum
of neighbours constant (typically a few tens). The smogtlémgth

is also used to limit the timestep in a way similar to the CFh-co
dition mentioned above.

The major advantage of SPH is that its particle nature makes
it fully Lagrangian: there are no advective terms in the ¢igua
of motion. This makes the codes more straightforward toewrit
and understand. Since high densities imply that more pestare
presenf SPH naturally concentrates resolution in high density re-
gions. Good use can be made of this in collapse simulatiags (e
Delgado-Donate et Hl. 2003).

However, there are disadvantages too. Foremost is thematte
of viscosity. SPH requires an artificial viscosity to prevérter-
particle penetration, and this tends to make SPH codes digite
sipative. Resolution can also be a problem in certain cafions.
For example, in the disc calculations presented here, nfdasieo
particles are going to be in the outer portions of the disd, ot
doing very much. Also, the details of the gap are of most eser
and SPH will have fewer particles there.

4.2.1 TheSPHTREEcode

This code owes its hame to the tree used to locate partictghnei
bours. The calculations presented here used 250 000 parfiml
the disc, with the star and planet being point masses. SRidlpar
that move to within an accretion radius of either the starlangt
are accreted (Bate et|al. 1995) but in the case of the plames, the
initial ramp up is complete, we do not allow its mass to ineeed\Ve

8 Although it is possible to let particle masses vary in SPis, iitot entirely
trivial to do so

we use the XSPH device to prevent particles from mutual panet
tion (see e.g. Monaghan 1989) Variable smoothing lengtbp kee
number of neighbours at 75. The time integration is perfarone
ing a fourth order Runge-Kutta-Cash-Karp integrator fothbine
particles and the planet. The code is described in moreldetai
Schafer et al1(2004).

We do not implement exactly the boundary conditions de-
scribed in sec{-3]2. Instead we add virtual particles tosiheu-
lation. They are assigned all physical relevant quantisesh as
density, velocity and so on, but are kept in Keplerian orbd the
star. By their interactions, the virtual particles previrgt SPH par-
ticles from escaping. For the calculations presented hezejsed
300000 SPH particles and 50 000 boundary particles.

5 RESULTS

In this section we present the results for each of the runs.sith-
ulations are run for up to 500 orbital periods using the caikes
scribed in Sectiofl4. We compare the contours of surfaceitgtens
vortensity and averaged density profiles obtained in theanioal
calculations at several times. The time evolution of the gnass
and gravitational torque acting on the planet are showrdddin
several contributions. The Fourier transform of the tosgisecal-
culated to investigate the influence of vortices and diseiticity
on the torque acting on the planet. Several basic propesfitse
disc-planet system are discussed based on the agreemerthet
the codes. In Sectidi 8.5 we study how the difference betwhezn
codes change as the numerical resolution increases.

The comparative surface density and vortensity maps are
shown for each scheme in the order they appear in Sddtionté. No
that TRAMP-PPM and TRAMPAN LEERwere only run for the
inviscid setups, while SPHTREE an&RcIL were run for the vis-
cous cases (see Talllk 2). Figlite 1 shows the legend used in the
surface density profiles, mass and torque evolution plotdim
Section. Different types of algorithms are plotted withfeliént
linestyles.

5.1 Inviscid Jupiter

Firstly we consider the case of a Jupiter embedded in ancivis
disc. The planet fixed at a given radius opens a deep gap in the
disc as predicted by standard theary (Lin and Papaldizo6a;98
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Figure 2. Density contours in logarithmic scale after 100 orbits fog tnviscid Jupiter simulations with overplotted thearatiprediction of the planetary
wake position. The codes are presented in the same orderSection[#. The upwind methods’ results are displayed in tis¢ ffianels followed by the
shock-capturing codes and lastly the particle based cdthesdensity scale ranges betweeh.7 < log(Z/%) < 1.
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Figure 1. Common legend for the comparative plots in secfibn 5. Upwind
codes are represented by solid lines, shock-capturingsdogidotted lines
and SPH codes by dashed lines.

Ward and Hahh 2000). The contrast between the initial deasid

the deepest regions in the gap is about 2 orders of magnitude a
ter 100 orbits. The planet forms strong trailing spiral ardue

to the differential Keplerian rotation close to the Lindileeso-
nances. Low density regions start to develop behind thekshoc
where the fluid elements encounter the shock at high pitch an-
gle and change their trajectory. These regions travel isdsiroe
orbits in the corotation region clearing the gap as desdribe
Korycansky and Papaloizoli (1996) and creating locked fligds

at the Lagrangian points inside the gap.

Figure[2 shows the density contours at 100 orbits for all the
codes. The dashed line represents the theoretical posifitine
shock wave predicted hy Ogilvie and Lubow (2002). In the tupi
simulations, the planet mass is too high for this theorbéstima-
tion but it allows us to compare the spiral arms pitch angtesben
the models. The planetary wakes have a high pitch angle amaipa
with the theoretical calculation next to the planet. Thera isec-
ondary shock in the Eulerian codes which starts neat ghgoint
and has approximately the same opening angle as the treadreti
prediction. The secondary shock seems to be related wittehe
sity excess inside the gap behind the planet. In the outéoptre
disc, the pitch angle of the primary and secondary shockseaye
similar. The existence of secondary shocks and the tightoiethe
spirals depend primarily on the equation of state used (K890).

ities generated locally on the corrugated spiral shock.irTée-

gle does not match the angle of the spiral shocks, so they can-
not be generated around the planet. In tests performed téh t
FLASH-AG code, the filaments appear in high resolution calcu
lations with larger amplitude but the same structure. Thacksh
capturing codes using a different algorithm than PPM such as
JUPITER and RDEOdo not present filaments although they seem
to have more structure in the disc than the upwind methodslte

Figure[3 shows the vortensity contours calculated in the-cor
tating frame for the different models. There are bumps imgat
along the edges of the gap opened by the planet in the gricdscode
in cylindrical coordinates which survive until the end oéthim-
ulations. The resolution does not permit us to determinethgre
these density lumps have locally rotating flow around the adr
the vortex. The vortices are larger in the upwind schemes. Af
ter 100 periods, most codes show a single bump rotating along
the outer edge, although IRVANA-GD, AMRA, FLASH-AG
and TRAMP-PPM have two bumps which eventually merge by
200 periods. The knots are dominant in the AMRAQ0 and
TRAMP-PPM simulations and generate their own spiral shocks
which extend into the disc. Most of the codes show one or séver
smaller density excesses at the inner edge. The vortichs iouter
disc interact with the planetary shock and generate quarsigtic
oscillations in the spiral arms. The oscillations couldbate pro-
duced by instabilities near the planet that interact with bfobs
moving along the edge of the gap and are propagated along the
shocks. Reflected waves appear in theRMNA -GDA, RH2D,
GLOBAL and GENESIS codes (see Figlie 3), despite the use
of wave killing boundaries.

In the PARASPH code the gap edges are less steep than in
the case of the grid based calculations possibly due to tHiat
viscosity. The planetary wake is weak and almost not vidibtae
inner disc.

The azimuthally averaged density profiles and their ressdua
normalized by the disc mass after 100 orbits are plottedgnref3.
Note that the relevant portion of the domain is that betweBrafd
2.1 a, since wave killing conditions are implemented nexhéoin-
ner and outer boundaries. The depth and width of the gap izdd g
agreement for the grid based models, with a slightly wider fga
the AMRA code. FLASH-AP has a more depleted inner disc due
to the open inner boundary condition implemented in Caateso-
ordinates. The Cartesian geometry is also more diffusivihig
problem and has a lower resolution close to the primary coetpa
with the polar coordinates codes. On the other hand, theesbfp
the outer disc in FLASH-AP'’s profiles is similar to the cylid
cal codes profiles. A wider gap is seen in the PARASPH simula-
tion. The oscillations seen in the outer disc are also ctergisn
all the codes with a local maximum in the FLASH-AP profile at
2a. The density peaks close to the edges of the gap — specially in
the inner disk — have a larger spread which is associatedthéth

There are two density enhancements in all grid-based modelssize of the vortices. Shock-capturing codes have smallgices

located close to thes andLs points at azimuthal distanakp =
+11/3 from the planet. In the SPH and FLASH-AP codes the gap
is almost completely clean. Theoretically, the calculatshould
produce a nearly symmetric density distribution inside gap at
both sides of the planet’s location for the case of a planatfired
orbit, which is observed in our results.

Shock-capturing codes that use cylindrical coordinateb as
FLASH-AG, AMRA and TRAMP-PPM have filamentary struc-
ture visible in the disc and the gap possibly due to the higlen
scheme of the codes. The filaments can be produced by instabil

in the outer edge than the upwind methods. The maximum at the
planet location is higher on average for the shock-capgurodes.

The PARASPH code has smoother profiles farther away from the
planet position due to the fact that the planetary wakesraeaged

out. The residuals of the averaged profiles divided by them&ss

with respect to the mean value are shown in the bottom panel in
Figure[3. Since the total disc mass is different after 100t®for

the various models, the density profiles normalized by the whiass
have in general a better agreement. However, the PARASPH and
FLASH-AP codes have most of the mass loss in the inner disc
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Figure 4. The upper panel shows the normalized surface density @ofile
averaged azimuthally over@after 100 orbits for the inviscid Jupiter runs.
In the lower panel, the differences between each model anchttan value
are shown in logarithmic scale as [@g'Myisc) — (109(Z/Myisc) ), where the
angle brackets represent the mean. The surface densitybagitvided by
the disc mass at 100 periods to remove the dependence on $kdasadue

to the boundary conditions.

and this method may artificially increase their residuathéouter
disc.

We plot the density slices opposite to the planet after 100 or
bits in Figurd®. The width and depth of the gap agree welllfer t
different codes but with a larger dispersion than in the ayed
profile. The amplitude of the peaks at the edges of the gaprdiff
since there are vortices which have different sizes andtiposi
with respect to the planet at a given time. On the other hdrel, t
size and the position of the wave crests agree within a feaeper

In Figurel® the azimuthal cuts of the surface density maps at

the planet radius are displayed. There is a sharp densikg si
the planet position. The shape and prosition of the densityds
at L4 andLs is slightly asymmetric. The peak at the trailing La-
grangian points is larger than at the leadirlg, point for all Eu-
lerian codes, with more conspicuous peaks and larger asymnme
in the shock-capturing schemes. In the FLASH-AP resultsethe
are asymmetric bumps at the Lagrangian points in the beginni
of the simulation, but they have disappeared at 100 perladbe
PARASPH calculation the gap is almost completely clearedl an

1.5
Radius

Figure 5. Surface density profiles opposite to the planet positioer &600
orbits for the inviscid Jupiter runs.

2.0

0.5

1 A A B BN

1
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Figure 6. Surface density azimuthal slice at the planet radius afdérdt-
bits for the inviscid Jupiter calculations. The trailingdrangian point.s is
located at azimuth- —1/3 and the leading Lagrangian polnj is at~ 1/3
in the normalized azimuthal units.

the beginning of the simulation and start losing mass afbeuta

10 orbits. The total mass after 200 orbits is reduced by aB®&ut

in the AMRA and FLASH-AG codes which use shock-capturing
algorithms. Other codes like IRVANA -GDA, NIRVANA -GD and
RH2D show a smaller mass loss of about 3%. The outer disc mass
decreases slowly and in some codes like JUPITER it remains al
most constant during 200 orbits. During the first few orhithen

the gap is not completely cleared, there is material flownognf

no bumps at the Lagrangian points are observed. PARASPH hasthe outer to the inner disc perhaps due to the artificial @igo

also a smaller peak at the planet location.

The inner disc mass shows a strong decrease, especiallein th

The disc mass loss rate evolution is plotted in Fiddre 7 for shock-capturing codes. Despite the spread in mass losftmedit

the Eulerian codes. The total disc mass is not conservedodhe t
wave damping condition described in secfiod 3.2. There ésgel

mass loss rate in the FLASH-AP code owing to the mass accre-

tion in the inner disc but it reaches an equilibrium valuesistent
with the cylindrical codes at late times. Some codes gairsraas

codes, the surface density do not show strong variationseest
the codes.

The waves excited by the planet deposit angular momentum in
the disc when they are dissipated. There is an initial smpb#se
where the torque increases in absolute value during theféinst
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Figure 8. Profiles of total specific gravitational torque as a functidma-
dius after 100 orbits for the inviscid Jupiter simulations.

orbits while the planet is growing. Afterwards, the torqeéat to
display strong oscillations at the time when the vortices ae-

Table 5. Averaged gravitational torques between 175-200 periodmiits
wherea=1,P = 2mandM« = 1— u for the Jupiter inviscid simulations at
the end of the simulations. The time is given in orbital pgsiof the planet.

Code Torque
NIRVANA -GDA —1.452354x 10°°
NIRVANA-PC —1.512417x 10°°
RH2D —1.930871x 10°°
GLOBAL —1.550768x 10°°
GENESIS —1565123x 10°°
TRAMP-VANLEER —1.818716x 10°°
AMRA —3.769203x 10°°
FLASH-AG —7.014221x 10°°
FLASH-AP —2.187462x 10°°
RODEO —1.880762x 105
JUPITER —2.721250x 10°°
TRAMP-PPM 5611237x 107

In the following discussion, we compare the torques excgdhe
contribution from the Roche lobe.

Figurel® shows the profiles of the derivative of the total tierq
excluding the Hill sphere with respect to the radius. Theetihe-
pendence of the vortices position with respect to the planet
duces a rapidly changing torque. Therefore, the differentes
have different specific torque profiles at a given time. Theava
tion appears close to the gap edges where most of the angatar m
mentum is deposited. The differences are larger at the edige
position where the vortices are bigger than at the inner .edge
the other hand, farther away from the planet position thques
are remarkably similar for all the codes.

The time evolution of the gravitational torque acting on the
planet is shown in FigurEl 9 divided in inner, outer disc and to
tal contributions. A running time average over 10 orbitalipgs
has been applied to the data to avoid large oscillations tdiogie
contribution from the disc material inside the planet'sibgives a
positive torque on the planet which tends to drive the plamgt
wards in all models, while the torque from the material aigsi
the planet’s orhit pushes the planet towards the star. Tter disc
contribution is dominant and gives a total negative torqumctv
takes away angular momentum from the planet and would cause
inwards migration in case the planet were released. Thedoog
der of magnitude and sign agrees for all the codes after 26iGsor
except for TRAMP-PPM which has a value close to zero. The av-
eraged values at the end of the simulation are given in Table 5

The power density spectra (PDSs) of the corresponding grav-
itational torque components are shown on the right handpate

ated. Vortices grow due to the steep gradients at the gapsedge in Figure[®. The panels show the low frequency part of the powe

and through interaction with the planetary wakes. We do asth
enough time resolution in the density snapshots to follogwibr-

tex formation and evolution. The mean value decreasestsligh

most codes until the point when the gap is completely cleared
stays roughly constant up to the end of the simulation. Tfexef
of the large torque oscillations on the planet migrationdsee be

studied with a free moving planet.

The torque from within the Roche lobe show significant dif-

spectrum in logarithmic scale. The semi-periodic oscillz asso-
ciated with vortices rotating along the gap edges are ptéséne
PDSs for models where blobs appear in the density maps next to
the gap. Several peaks appear in the outer disc PDS witheénegu
corresponding to roughly 0.4 times the planet’s orbitatjfrency

with several harmonics. This frequency is the differencevben

the planet’s orbital frequency and the angular velocityhaf high
density regions moving next to the gap. Assuming that theiten

ferences between the codes. The density has a local maximum alumps orbit the central star with Keplerian speed, the posiof

the planet location which depends on the interpolation roofiehe
code, although the total mass inside the Roche lobe is sirfite
planet is not located in a cell’s corner in all codes and thisses
asymmetries in the mass distribution around the planet ditiad,
the region close to the planet is not well resolved at ourlutism.

the blob estimated from the PDS frequency is aboda,lin agree-
ment with the center of the blobs observed in the density nigps
harmonics possibly appear because the potential of andeden
density blob is not sinusoidal and creates amplified matipé-
guencies. In some codes, there are several vortices néod tauter
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panels the total torque is plotted. In all plots the contidoufrom inside the Hill sphere is ignored to avoid numeriaise.

edge which perturb the planet with the same frequency bigrdift agrees with the center of the vortices observed next to therin
phase. In the inner disc contribution PDS, there are sevedsds edge of the gap in the density maps.

with peaks at about 0.7 times the planet’s orbital frequeaay its

harmonics. The estimated blob position is aba@aPwhich again The PDSs of the torque from the material inside the Roche

lobe show high frequency quasi-periodic variations at &l
times the planet orbital frequency. This high frequencyilladions
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Figure 12. The upper panel shows the surface density profiles averaged
azimuthally over the whole azimuthal range after 100 orfioitghe viscous
Jupiter case. In the lower panel, the difference between emclel and the
mean value is shown as defined in Figiire 4.

may be caused by the circumplanetary disc which makes devera
bits around the planet within the planet orbital period @ligh the
region is poorly resolved at our resolution. There is a lonak-
imum in density inside the Roche lobe and the material gives a
leading contribution to the total torque acting on the ptane

5.2 Viscous Jupiter

The density contours for Jupiter in a disc with Navier-Stokis-
cosityv = 10~° are shown after 100 orbits for all the codes in Fig-
ure[T0. The planet opens a narrower gap in the disc in this Tase
flow is much smoother than in the inviscid calculation anddiobs
moving along the gap are not observed. The density enhamteme
seen at the Lagrangian points inside the gap in the invisaiclie
lations are not present. The spiral arms generated by thetdae
stationary. The filamentary structure that appeared innhisdid
Jupiter runs in the shock-capturing codes is reduced iniamdpl
The reduction is stronger in FLASH-AG and FLASH-AP results
than in AMRA which uses a different dissipation algorithm.

In Figure[I1, we plot the vortensity for the viscous Jupiter

case. The maps are smooth compared with the inviscid simula-

tions and vortices are not visible in the logarithmic scRleflected
waves are visible in the IRvaNA-GDA, RH2D, GLOBAL and
GENESIS results despite the use of the wave killing zones.

In Figure[I2 we show the azimuthally averaged density pro-
files and normalized residuals after 100 orbits. The depthnadth
of the gap agree well for the grid codes with a shallower gapen
FLASH-AP code. The gap is wider and deeper in the PARASPH
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Figure 13. Surface density profiles opposite to the planet positiogr 400
orbits for the viscous Jupiter runs.
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Figure 14. Surface density azimuthal cut at the planet position aft& 1
orbits for the viscous Jupiter runs.

asymmetric gap structure is observed in most codes with pedee
dent outside the planet’s orbit. The oscillations in theeowtisc
have disappeared in the grid codes or have been reducedlesnsi
ably by the viscosity. The differences of the averaged mofiith
respect to the mean value are shown in Fifitle 12.

We plot the surface density profiles @t=  after 100 orbits
in Figure[I3. The peaks at the edges of the gap agree well since
there are no vortices in the viscous runs and the spiral arms a
weaker. Due to the viscosity, the gap is narrower and shallow
than in the inviscid case. The shape of the spiral arms agiteew
a few percent for the grid based codes. The SPH codes agtee in t
general shape of the density profile but have weaker spireésva
SPHTREE has a density peak in the middle of the gap opposite
from the planet.

In Figure[T2 we plot the azimuthal cuts of the surface density

simulation. The SPHTREE code has a small peak at the planet ra maps at the centre of the gap. A sharp density spike is seée at t

dius and the inner disc is depleted due to mass loss. An lslight

planet position in all codes. The density bumps at the dayuilin
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Figure 10. Density contours after 100 orbits for the viscous Jupiterusations. The dashed line is the estimated theoreticatipo®f the planetary shocks.

The density range is againl.7 < log(Z/%g) < 1.
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Figure 15. Evolution of the disc mass loss rate over 200 orbital perfods
the viscous Jupiter case.

points inside the gap have disappeared. Most of the gridscsluiawv
a constant density of about 15% of the initial value. PARASPH
has a lower density than the grid codes, while SPHTREE shows
a density about twice as large as the grid codes. The presénce
oscillations in the SPHTREE azimuthal profile may be exgdin
because the number of particles is too small to resolve theTgee
effective resolution after projection in the radial rarjgela, 2.5a]
is smaller than in the grid simulations since the radial dones-
tends until 1@ and at the end of the simulation a significant fraction
of the particles has been accreted.

We plot the evolution of the disc mass loss rate in Fi§ule 15.
There is less mass loss than in the inviscid Jupiter caseadiet
weaker waves and the agreement in the loss rate is geneeaily v

good. FLASH-AP has a larger mass decrease due to the open in-

ner boundary. ENCIL has a very small mass loss possibly due to
the freezing zones in the boundaries. The total mass loss240
orbits shows better agreement than in the inviscid case.itupw
methods show a reduction of about 5% of the initial mass, evhil
Robeo, AMRA and FLASH-AG codes lose close to 8% of their
mass. During the first few orbits, there is again gas flow from t
outer to the inner disc when the gap is not cleared. The oiger d
mass decreases slightly for some codes while others pragent
crease of roughly 1%. There is a substantial decrease imite i

disc mass with an agreement of approximately 10% between the

different models.

The amplitude of the torque oscillations are smaller comgar
with the inviscid runs. There is again an initial stage whire
torque increases in absolute value while the planet massrisas-
ing. The torques start to oscillate at about 10 orbits aret [@bssi-
bly due to the formation of small vortices or eccentricityttod disc.

In most codes the oscillations decrease and become very lsynal
the end of the simulation.

In Figure[I® the profiles of the specific total torque exclud-
ing the Hill sphere are shown. The profiles show a much better
agreement than in the inviscid Jupiter simulations. In tiseous
case, vortices are not observed in the density maps afteorbit8
and the torque radial profiles are not time dependent. Tieeee i
dominant contribution from the corotating region in thedgbased
schemes from the exchange of angular momentum with gas fiowin
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Figure 16. Profiles of total specific torque acting on the planet afted 10
orbits for the viscous Jupiter case.

in horseshoe orbits, although the material inside the Rtateis
not considered. The outer disc gives a negative torqueibatitm
on the planet driving inwards migration and the inner dismpices
a positive torque that pushes the planet outwards. The gsafflthe
polar coordinates codes agree within a few percent.

The time average of the torque acting on the planet and their
PDSs are shown in Figufell7. The outer disc torque contadbuti
is again dominant and gives a negative total torque. Théadvea-
aged torques at the end of the simulation are shown in Tdble 6.
The PDSs of the different torque contribution are shown & th
right hand side panels in FiguEel17. The plots show the low fre
quency part of the PDSs in logarithmic scale. There is a peak a
0.3 times the planet’s orbital frequency and several mekip the
outer disc PDS. In some models, there is also a small pealeat th
same frequency in the PDS form the inner disc. This quasogier
oscillations may be produced by vortices appearing dutieditst
orbits of the simulation and eventually removed by the \a#go
Other possible explanations are asymmetry in the edge ajape
or slight eccentricity of the disc.

The torque from the gas inside the Hill sphere presents again
a power spectrum with high frequency peaks at several tilmes t
Keplerian frequency at the planet radius. The smoothingtlteis
close to half of the Hill radius and the resolution in the Retbe
is low to study the possible presence of a circumplanetesy -
tating at high angular frequency.

5.3 Inviscid Neptune

The dip opened by Neptune after 100 orbital periods is muah sh
lower than for the Jupiter case. The surface density mapglaie

ted in Figurd_IB for a Neptune mass planet embedded in aridvis
disc. The spiral arms created by the planet are significavelker
than in the Jupiter calculations and are in better agreemi¢imthe
theoretical prediction of the shock positions shown by tashe:d
line. In the SPH simulations the shocks are extremely wehkrd
are no overdense regions around the Lagrangian pointseitised
gap in any of the calculations since the gap is not deep enough
Along the edge of the gap there are several blobs in the AMRA,
Robeo and TRAMP-PPM results, which are smaller than in the



20 M. de Val-Borro et al.

PDS inner disc

0.5

ARRARARNRSNRRRL

10-10 L

0.2 5

Torque inner disc

0.1

RNRARRRARARRLRRRRRL:

0.0 wo—m,

200 1
Time [P,] Frequency [Pp7]

(@]
o)l
o
o
(@]
o)l
(@]

PDS outer disc

©
o

|
e

|
©
N

LAASSSE= A0 caaa AR RN I

|
©
W

I
©
~

Torque outer disc

|
©
w

|
©
o

T

100 150 200 1
Time [P,] Frequency [Pp7]

(@]
o)l
o

PDS total

0.0

—0.1 |\

-0.2

Total torque

-0.3

-0.4

20 100 150 200 1
Time [P;] Frequency [Pp71]

(@]

Figure 17. Running time averaged torques for the viscous Jupiter sitionls and the corresponding PDSs of the raw data. The pietsh@wn in the same
order as in FigurEl9. All the figures exclude the Roche lobéritartion.

inviscid Jupiter calculations. The FLASH, AMRA and JUPITER The azimuthally averaged density profiles after 100 orlyits a
codes show ripples in the disc and the gap with lower ammitud plotted in Figurd20. The depth and width of the gap is again in
than in the inviscid Jupiter simulations. fairly good agreement for the Eulerian codes. FLASH-AGB a

shallower than the other grid based codes. PARASPH has a wide
The comparative vortensity maps in the corotating frame are and deeper gap than the grid models and a depleted innefftiisc.
shown in Figur€l9. Vortices moving along the gap are obsirve  gap profile of the Eulerian codes is slightly asymmetric viita
the grid codes, although they are smaller than in the Jugdtees.
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Figure 18. Surface density contours after 100 orbits for the invisc&ptine simulations. The theoretical estimation of theaspiakes is represented by the
dashed line. The density scale ranges betwe@# < log(2/%y) < 0.3.
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Figure 19. Vortensity contours in logarithmic scale after 100 orbisthe inviscid Neptune calculations. The vortensity raisge0.1 < log({) < 1.
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Table 6. Averaged torques between 175-200 periods in units wherd,,
P = 2mandM« = 1 — u for the Jupiter viscous simulations.

Code Torque

NIRVANA-GDA  —7.279010x 10~
NIRVANA-PC —8591188x 10°°
RH2D —7.895477x 1075
GLOBAL —5.424962x 10°
GENESIS —7.980679x 10°°
PENCIL —1.265820x 104
AMRA —7.269365x 10~
FLASH-AG —9.288739x 10~°
FLASH-AP —6.681127x 10°°
RODEO —1.061018x 104
JUPITER —8.067247x 10°°

Averaged density
\
B

|
-

© E / - E

O E ]

E / ~ -

S -0.1F , E

2 Eoo ’ E

o e \ / £

-0.2F \ s/\/ i

E AN ]

—0.3E, . ‘ ‘ E
0.5 1.0 1.5 2.0 2.5

Radius

Figure 20. Surface density profiles averaged azimuthally oveager 100
orbits for the inviscid Neptune runs are shown in the uppaepd he resid-
uals in the lower panel are defined as in Fiddre 4.

deepest part just outside of the planet radius. In the lo@aepin
Figure[2D, we show the residuals of the averaged profilesleivi
by the disc mass with respect to the mean value.

In FigurelZ1 we plot the surface densityg@t= . The shape
and amplitude of the waves in the disc agree well for the wdffe
codes outside the wave damping boundaries. There is a ldisyer
persion at the inner gap edge and in the middle of the gap éor th
shock-capturing schemes. The gap is slightly asymmetri¢hfe
majority of the codes.

In Figure[22 the azimuthal slices of surface density at the
planet position are shown. A large density peak is obsergathat
the planet position for all the grid codes. The FLASH-A@B¥E0

Density
.
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Figure 21. Surface density profiles opposite to the planet positiogr 400
orbits for the inviscid Neptune runs.
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Figure 22. Surface density azimuthal slice at the planet locatiorr &fg®
orbits for the inviscid Neptune calculations.

The rest of grid codes show a density decrease of about 10-20%
PARASPH has the lowest density inside the gap with a decrease
of about 60% from the initial value.

Figure[23 shows the grid mass loss rate as a function of time
for the grid-based codes. All models show total mass lossaltie
wave killing condition. The FLASH-AP code has mass loss & th
inner disc due to the absence of a solid inner boundary ire€iart
coordinates but converges to a value of a few times>Hfter 200
orbits. There is mass increase in the inner disc for somensehien
the beginning of the simulation. This suggests that thegassflow
trough the gap from the outer to the inner disc since in thetiNep
simulations the gap is shallower and the planet generatekexe
shocks. The atrtificial viscosity may cause the flow from theeou
to the inner disc. Another possible explanation is that tnaping
wave condition near the inner boundary adds artificiallyuhaig

and JUPITER density in the centre of the gap after 100 orbits momentum to the disc.

is close to the initial density with depressions next to tkenet.

We plot the profiles of the derivative of the torque with re-
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Table 7. Averaged torques at the end of the simulations in units wher@,
P =2mandM« = 1— u for the Neptune inviscid simulations.

1.5x1074F
1.0x1074F

5.0x1075F

dM/dt

OF ‘=
—5.0x1075"
—1.0x1074F,

—1.5x1074 " [y

100

150

200

Code Torque
NIRVANA -GDA —5.601425x 10°°
NIRVANA-PC —5.802065x 105
RH2D —6.329492¢ 10°°
GLOBAL —6.539345x 10>
GENESIS —5.645140x 10°°
TRAMP-VANLEER —5.078578x 10>
AMRA —8.154881x 10°°
FLASH-AG —6.523340x 10°°
FLASH-AP 1055228x 10°3
RODEO —1.234136x 104
JUPITER —2.834292¢< 10°°
TRAMP-PPM —5.742200x 10>

Time [Pp]

Figure 23. Disc mass loss rate evolution for the inviscid Neptune simul
tions.
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Figure 24. Specific torque profiles after 100 orbits for the inviscid Ne
simulations.

spect to the radius in FiguEel24. The agreement between tesco
is good compared with the inviscid Jupiter case, espedatiyhe
cylindrical grid hydrodynamical codes. The vortices do petturb
the planet strongly and the specific torque radial profilessaa-
tionary. The outer disc generates again a negative torgureyamn
the planet and the inner disc gives a positive torque. Atrs¢vll
radii away from the planet location the torques become gi.

In Figure[Zh, the time average of the gravitational torques a
ing on the planet and their associated PDSs are plotted. okak t
torque after 200 periods agree within a factor 2 (see Tdblap?)
wind results show good agreement while the shock-captueng
sults have larger oscillations. The oscillations obseliveithe raw
data and PDSs may be produced by short-lived vortices apgear
during the first orbits which are not visible at later timelie tden-
sity snapshots.
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Figure 28. The upper panel shows the surface density profiles averaged a
imuthally over 2t after 100 orbits for the viscous Neptune runs. The resid-
uals in the lower panel are defined as in Fidire 4.

5.4 Viscous Neptune

In FigurelZ6 the comparative surface density contours afi@ror-

bits for the viscous Neptune case are plotted. The thealedsti-
mation of the spiral shocks positionsiby Ogilvie and | ubb®Q022)

is shown by the dashed line. The flow is smoother than in the in-
viscid Neptune simulations. The density lumps moving altrg
edge of the gap have disappeared and the planetary wakem-are s
ble. The filamentary structures in the shock-capturing kitians
have a reduced amplitude compared with the inviscid case.

The vortensity maps are shown in Figliré 27. The density blobs
lying next to the gap’s edge are not observed in the viscaus-si
lations in logarithmic scale. Several codes show wave ridieat
the outer boundary despite the wave damping condition.
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Figure 25. Time averaged torques and their PDSs for the inviscid Nepsimulations. The plots are shown in the same order as iné[fjand exclude the
material inside the Roche lobe.

The smoothed density profiles are shown in Fidirk 28 for averaged profiles divided by the disc mass are shown in therhot

the viscous Neptune calculations. The gap profile is agagood panel in Figurél
agreement for the polar grid hydrodynamics codes. The getis
lower for FLASH-AG than for the other Eulerian codes. FLASH- The surface density opposite to the planet after 100 orbits

AP has a wider and deeper gap with a flat shape. PARASPH hasis shown in Figurd_29. FLASH-AG has a shallow gap whereas
a very deep gap and SPHTREE has a strong asymmetry with theFLASH-AP has a deeper and broader gap. The waves observed in
deeper depression outside the planet postion. The residfighe the inner and outer disc agree within a few percent for thetan
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Figure 26. Surface density maps after 100 orbits for the viscous Nepsimulations. The dashed line is the estimated theoregt@sition of the spiral arms.
The density range is 0.4 < log(2/%p) < 0.3.
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Figure 27. Vortensity contours after 100 orbits for the viscous Neptaimulations. The vortensity range-i.1 < log({) < 1.
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Figure 29. Surface density profiles opposite to the planet positiosr 400
orbits for the viscous Neptune case.
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Figure 30. Surface density azimuthal slice at the planet locatiorr &fg®
orbits for viscous Neptune calculations.

noisy profile with a deep cavity outside the planet’s radius.

The surface density azimuthal slices after 100 orbits ase pl
ted in Figurd3D. A density spike appears again at the planet |
cation in the grid codes. The grid codes show a density dserea

of approximately 10-20% of the initial density in the cendéthe

cid Neptune case.
The disc mass loss rate is shown in Fidurk 31. All the models

apart from FLASH-AP show total mass loss after 200 periodbk wi

final values consistent within a factor of about 30#¥0 has a
sharp jump in mass loss rate at about 155 periods. FLASH-AP We studied the convergence of the results running the teft pr
lem at 2 and 4 times the original linear resolution with some

results have a considerable mass transfer from the regime ¢

the star due to the gravitational softening.
The dT/dr profiles after 100 orbits are shown in Figlird 32.

1.5x1074

1.0x1074

dM/dt

5.0x1075}

100
Time [Pp]

Figure 31. Disc mass loss rate evolution for the viscous Neptune simula

tions.
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Figure 32. Specific torque profiles after 100 orbits for the viscous Nept
simulations.

left hand side of FigurE_33. The torque contribution fromitheer

schemes. PARASPH has a very open gap and SPHTREE has Qisc is positive, while the outer disc contribution is négatThe

outer disc dominates the total torque and would cause arriswa
orbital shift for a free moving planet. In Talle 8, we show &we
eraged torques at 200 orbital periods. The torques PDS$ianns
on the right hand side of FiguEel33. The spectrum is rathefdtat

all codes which agrees with the absence of vortices or edcignt

gap, while PARASPH has a decrease of about 60% as in the invis-. -
in the disc.

5.5 High resolution simulations

of the codes. NRVANA-PC and NRVANA-GD Jupiter simula-
tions were run at resolution, x n, = (256,768). Several tests at
The profiles show a good agreement between the grid-based.cod nr x ny = (512 1536 were done with RH2D, NVANA-GD and

We plot the time averaged torques acting on the planet on the FARGO codes for Jupiter and Neptune planet masses. PARASPH
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Figure 33. Time averaged torques and corresponding PDSs for the \éd¢eptune case. The plots are shown in the same order as irelagnd exclude
the material inside the Roche lobe.

was run using 853280 particles and 146 720 boundary paxficte secondary shocks. There is more mass piling up inside theeRoc
the Jupiter viscous case. lobe after 200 orbits in the higher resolution cases in agess

In the grid-based schemes, the flow is observed to be smootherwith the results of D’Angelo et all (2005). Nevertheless, Hver-
and more stable in time than in the low resolution runs. \dediare aged density profiles are very similar to the results preskintthe
still visible in the Jupiter inviscid simulations in thetR/ANA-PC previous sections. The gravitational torques are sirmilahé grid-
and FARGO simulations. The vortices are more extended than i based codes and in good agreement with the low resolutioftses
the lower resolution calculations and interact with therny and The PARASPH results witk- 850000 particles have stronger
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Table 8. Averaged torques in the window 175-200 periods in units wher
a=1,P=2mandM« = 1— u for the Neptune viscous simulations.

Code Torque

NIRVANA-GDA  —3.375560x 10°°
NIRVANA-PC —2.467831x 10°°
RH2D —3.257739x 1075
GLOBAL —3.742940x 10°°
GENESIS —2.700463x 10~
PENCIL —7.303624x 10°°
AMRA —2.634983x 10°°
FLASH-AG —2.933768x 10°
FLASH-AP —6.022857x 10°°
RODEO —2.697915x 10~°
JUPITER —3.809917x 103

shocks and the density profiles are in good agreement witjritie
based results. This suggests that SPH schemes need higbler re
tion to model accurately the corotation region and plaryetakes.

6 DISCUSSION

In this paper, we have studied a planet in a fixed orbit emizboioe
disc using 17 different SPH and Eulerian methods. The cosed u
in the comparison have been thoroughly tested in problentis wi
known analytical solutions. The goal of this project wasnesti-
gate the reliability of current astrophysical hydrodynamddes in
the disc-planet problem, and to provide a reference foréutal-
culations. Performing this comparison also aided in thaidging

of the codes.

the FLASH code. Adding a small amount of artificial viscosity
with coefficient of 0.1, as recommendediby Colella and Woadwa
(1984), resulted in a further reduction of filamentary sinoes and
substantial reduction of the strength of vortices locateith@ gap
edges.

The upwind codes have a smooth disc structure and do not
show filaments in the inviscid simulations. This may be duth&
fact that shock-capturing codes have small intrinsic \8ggon our
problem in cylindrical coordinates, where flow is dominalgcad-
vection in only one dimension. Bryden el &l. (1999) have show
that van Leer based codes in polar coordinates may have low in
trinsic viscosity comparable with shock-capturing methddtl has
been checked that none of the above changes are needed in AMRA
if the grid resolution is increased twice. In this case tHatsm is
much smoother and the vortices at the gap edges decay faster.

The Cartesian implementations produce results that are com
parable to the other codes but there are differences in fhetgac-
ture due to the open inner boundary. The depleted densttyhdis
tion in the inner disc in FLASH-AP produces different torqumit
the torque contribution from the outer disc is consisterthwie
cylindrical grid codes.

SPH codes predict the shape of the gap correctly but do not
resolve well low density regions where the number of patics
small. In addition the spiral wakes are weaker, possiblytd&PH
being more dissipative. The Balsara switch included in tRHS
TREE code is used to reduce the shear component of artifisial v
cosity but it may also smooth out the shocks. An advantagdef S
codes is that the geometry of the problem is well adapted ta-a L
grangian scheme and the algorithm implementation is sintipéan
for Eulerian codes. The planet can be treated as a reguldf par
cle which accretes material. Furthermore, it is possibléotiow

The results show good agreement on the general picture, a|_the trajectory of individual fluid elements and study theration

though there are some differences in the details. The gemsips
and averaged profiles are consistent for the grid-basedoaeth
The variation in the disc mass is of the order of 10% after 100 o
bital periods, but this does not seem to produce big difiezenn
the surface density distributions. The different boundanyditions
tested in FARGO do not affect the results since the goal ih bot
boundary implementations was to avoid the reflection of ware
preliminary study of convergence using finer grids showsttiere
is agreement at 2 and 4 times the original linear resolution.
Vortices are visible in the inviscid runs for both planet ses
p =103 and 10 in the grid codes, which induce a strong per-
turbation to the tidal torque. The vortices in the upwinddations
have a larger amplitude and are more extended than in thé&-shoc
capturing results. The total torque acting on the planelueiag
the material inside the Roche lobe agree in order of magaitod
Jupiter models. The torque results for Neptune have gretder
persion, possibly due to incomplete clearing of the gap aouée
nevertheless in the final value within a factor 2.

flows. SPH codes are computationally more expensive thag-Eul
rian codes at the same resolution. Our high resolution iedisate
that higher resolution is needed in the SPH simulations taiob
results comparable to the Eulerian grid codes.

Possible future work includes the comparison of high reso-
lution runs using multi-level meshes to investigate the fas
close to the planet, the study of the orbital shift of a freeving
planet and 3-dimensional simulations (see k.g. Kleviet@012
D’'Angelo et al.L2003). The convergence of the results wittore
lution needs to be studied in detail.

In closing we would like to reiterate that computational kor
might be regarded as an experiment, rather than a simulatfen
have shown that different codes can give slightly diffenesults
for the same physical problem. Reproducibility of experritaére-
sults is fundamental to the scientific process, and thiglstamust
be applied to those performed with computers. Before a ctenpu
tional result can be regarded as reliable, it must be conditoyean
independent test with a different code.

It has been observed that shock-capturing codes show a large

amount of filamentary small-scale structure unseen in moslel
sults obtained with other codes. This is especially truebimth
Direct-Eulerian implementations, AMRA and FLASH. In addi-
tion, AMRA results show enhanced small-scale structurenwhe
compared to FLASH. Extensive comparison tests of the two im-
plementations has shown that much of the observed diffegeisc
due to use of more selective dissipation algorithm in AMRPhé
so-called flattening algorithm in AMRA is based on Eqns. A.7-
A.10 from|Colella and Woodward (1984) while FLASH uses Eg.
A.2). After adopting the simplified version of the flattenialgo-
rithm in AMRA, the results closely matched those obtainethwi
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APPENDIX A: ADVICE FOR OTHERS

Putting together this comparison has been something ofaarfle
ing experience” for all concerned. Although not strictlyesttific,
we would like to share our experiences with others who may be
contemplating similar comparisons.

As with many things, advance planning is the most impor-
tant. So far is possible, decide in advance which quanttiesild
be monitored, and how often this should be done. What shaaild b
checked every timestep (or so), and what is only requireduathm
less frequent intervals? Storage requirements are relévehis:
for example, writing out the total mass in the simulation L&
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cheaper (both in terms of space and time) than outputtingmhe
tire density field. Changing the output quantities at a ldege will
often involve re-running computations, which will delay theas.

Careful attention should also be paid to the format of the sub
mitted files. Each code generally has its own output formhtsg
co-ordinating the comparison do not have time to pick thioegch
of these - automated processimyistbe the goal. Make sure that
the format is carefully specified (since if there are two nallfuin-
compatible ways of doing something, it is certain that resswith
both ways will be submitted). As an aside, for grid basedltgsu
it is probably more sensible to write out the indices of eaeh c
rather than the co-ordinates themselves: integers are. &aaply
the tables to convert indices to co-ordinates separately.

Pay similar attention to the problem specification itsetinfe
flexibility will inevitably be needed, but try to keep this somin-
imum. Again, the authors’ experience is that anything lefjwe
will be done in different ways by different groups.

Communication is also hugely important. In addition to set-
ting up a mailing list, the authors were able to hold sevehakts
meetings, using funds provided by the EU. These were crtmial
moving the project forward. Better still would have been &wé
held a longer workshop (perhaps a week) where everyone could
gather, discuss and run their codes together.

We hope that future groups will find our experiences useful in
planning their own code comparisons.
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